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General Performance Config VSAN Health
Overview

VMs 478

vc 6.6.1

ESXi 16 Hosts
15x ESXi 6.5 U1, 1x null
16x Dell Inc. PowerEdge FC430
16x undefined
15x 256GB, 1x 224GB

VSAN License: None found
DG: 32x vB
Total: 67068.28 GB
Used: 22126.02 GB (33 %)
Objects: 5505
Components: 27681

Datastores 1x undefined

Moved Permanently

VSAN Capacity

The document has moved

VSAN Disks VSAN ISCSI VMs VSAN Objects

vSAN Cluster Performance @)

Networking

(@ Problem loading perf data: Timed out waiting for perf data
to become available
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Customize Collection &

Alarms

(D FAIL: Hosts with connectivity issues

@ FAIL: vMotien: Basic {unicast) connectivity check
(@ FAIL: vMotion: MTU check {ping with large packet size)
@ FAIL: Prysical disk heaith retrieval issues
(D FAIL: vSAN CLOMD liveness

FAIL: Controller firmware is VMware certified

FAIL: Host issues retrieving hardware info

FAIL: vSAN Build Recommendation Engine Health

Changes in recent past

2017-10-25 02:02
VvSAN failing health checks changed
Now: Controller utility is installed on host - OK

2017-10-25 00:53
VvSAN failing health checks changed

Now: Controller utility is installed on host - FAIL

2017-10-24 22:34
VvSAN failing health checks changed
Now: Contreller utility is installed on host - OK

2017-10-24 21:25
VvSAN failing health checks changed

MNow: Controller utility is installed on host - FAIL

2017-10-24 20:15
VvSAN failing health checks changed

Now: Cantroller utility is installed on host - OK

2017-10-24 19:02

vSAN DG versions changed
Details

VvSAN failing health checks changed
Now: Hasts with connectivity issues - FAIL
Now: Physical disk health retrieval issues - FAIL
Now: ESXi vSAN Haalth service installation - FAIL
Now: vSAN CLOMD liveness - FAIL
MNow: Controller utility is installed on host - FAIL

52867202-1700-1e64-3918-029b12626832|host-97: Avg DC

Details
52867202-1700-1e64-3918-029b12626832|host-97: Num di
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